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Abstract- In competitive consumer markets, data mining 
for customer relationship management faces the challenge 
of systematic knowledge discovery in large data streams to 
achieve operational, tactical and strategic competitive ad- 
vantages. Methods from computational intelligence, most 
prominently artificial neural networks and support vector 
machines, compete with established statistical methods in 
the domain of classification tasks. As both methods allow 
extensive degrees of freedom in the model building process, 
we analyse their comparative performance and sensitivity 
towards data pre-processing in a real-world scenario. 

I. INTRODUCTiON 

The customers of a company are regarded as valuable 
business resources in competitive markets, leading to ef- 
forts to systematically prolong and exploit existing cus- 
tomer relations. Consequently, the strategies and tecb- 
niques of customer relationship management (CRM) have 
received increasing attention in management science. 

CRM features data mining as a technique to gain 
knowledge about customer behaviour and preferences. 
Various paradigms of artificial neural networks (ANN) 
and support vector machines (SVM) have found consid- 
eration in the CRM area, promising effective and effi- 
cient solutions for managerial problems in similar do- 
mains. However, both classes and especially ANN allow 
severe degrees of freedom in the model-building process 
through extensive parameters, making broad adoption in 
the CRM area difficult. In addition, different variations of 
data pre-processing through scaling, encoding etc. raise 
degrees of freedom prior to the actual data mining phase 
even further. 

Following, we conduct an experimental evaluation of 
the competing methods in the domain of analytic CFW 
(aCRM), striving to exemplify the adequacy and per- 
formance of ANN versus SVM for the task of response 
optimization based upon an empirical, numerical experi- 
ment from an ongoing project with a large publishing 
house. 

Following a brief introduction to data mining within 
CRM, section 3 assesses the competing approaches of 
different ANN paradigms and SVM to classification 

tasks, highlighting the degrees of freedom in the model- 
ling process. This is followed by an experimental evalua- 
tion of their competitive performance on an empirical 
dataset in section 4. Conclusions are given in section 5 .  

11. DATA MINING IN CUSTOMER RELATIONSHIP 
MANAGEMENT 

In an increasingly competitive market, caused by in- 
consistent consumer behaviour, escalating globalization 
and the extending possibilities to conduct business over 
the internet in a recessive global economy, the customers 
of a company are regarded as key business resources [I]. 
Consequently, aCRM has received increasing attention in 
management science as a systematic approach to strategi- 
cally prolong and exploit these valuable customer rela- 
tions, providing the tools and infrastructure to record and 
analyze customer centred information in order to build up 
longer lasting and more profitable customer relationships 
[2]. The analytical process of collecting, assembling and 
understanding the profound knowledge about customer 
behaviour and preferences is referred to as knowledge 
discovery in databases (KDD). 

KDD may be regarded as various, iterative and inter- 
dependent phases, such as data selection, data pre- 
processing and cleaning as well as a data transformation 
stage that ensures a mathematical feasible data format for 
the proceeding application of a specific data mining algo- 
rithm [3]. 

Utilising the processed and transformed data set, the 
stage of data mining consist of selecting and applying a 
suitable data mining method in order to identify hidden 
patterns in the data relevant to business decisions through 
a partially automated analysis [ 3 ] .  The results must be 
evaluated not only regarding precision and statistical sig- 
nificance but also economical relevance. 

Data mining problems in the aCRM domain, such as 
response optimization to distinguish between customers 
who will react to a mailing campaign or not, chum pre- 
diction, in the form of classifying customers for churn 
probability, cross-selling, or up-selling are routinely 
modeled as classification tasks, predicting a discrete, of- 
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ten binary feature using empirical, customer centered data 
of past sales, amount of purchases, demographic or psy- 
chographic information etc. 

Recently, various architectures from computational in- 
telligence and machine leaming, such as artificial neural 
networks (ANN) and support vector machines (SVM) 
have found increasing consideration in practice, promis- 
ing effective and efficient solutions for classification 
problems in real-world applications through robust gen- 
eralization in linear and non-linear classification prob- 
lems, deriving relationships directly from the presented 
sample data without prior modeling assumptions. 

Following, we will give a brief discussion on the dif- 
ferent classification approaches of the competing soft 
computing methods. 

111. NEURAL NETWORKS AND SUPPORTVECTOR 
MACHINES FOR CLASSIFICATION 

A .  Soft Computing Methods for Clussificaiion 

Data driven methods from computational intelligence, 
share a common approach of leaming machines in classi- 
fication for data mining [4]. 

Let all relevant and measurable attributes of an object, 
e.g. a customer, he combined in a vector x and the set 
X = {x,, ..., x,} denotes the input space with n objects. 
Each object belongs to a discrete class y E Y and we will 
refer to a pair ( x , y )  as an example of our classification 
problem. Presuming that it is impossible to model the re- 
lationship between attribute vector x and class memher- 
ship y directly, either because it is unknown, to complex 
or the data is corrupted by noise, and that a sufficient 
large set of examples s = ( ( x , , y , )  ,.._, (xi, y , ) )  c ( X x  Y)' 
is available, we can incorporate a machine to learn the 
mapping between x and y .  The leaming machine is actu- 
ally defined by a set of possible mappings x + J ( x , a ) ,  
where the functions f ( x , a )  themselves are labeled by 
the adjustable parameter vector U [SI. The objective is to 
modify the free parameters a to find a specific learning 
machine which captures the relationships in the training 
examples, f , ( x , )  sz y ,  V i  = ( I ,  ..., i) , incrementally mini- 
mizing a given objective function and generalizing the 
problem structure within to allow correct estimation of 
unseen objects on the basis of their attribute values X, . 

Following, we outline the specific modeling-properties 
for classification for alternative network paradigms. For a 
comprehensive discussion readers are referred to [4-71. 

B. Multilayer Percepirons 

Multilayer perceptrons (MLPs) represent the most 
prominent and well researched class of ANNs in classifi- 
cation, implementing a feedfonvard and supervised para- 
digm. MLPs consist of several layers of nodes uj fully 
interconnected through weighted acyclic arcs W~ from 

each preceding layer to the following, without lateral 
connections or feedback [SI. Each node output calculates 
a transformed weighted linear combination of its inputs 
of the formlb,,(w'o), with o the vector of output activa- 
tions oj from the preceding layer, wT the transposed col- 
umn vector of weights w ~ ,  and &, a bounded non- 
decreasing non-linear function, such as the linear thresh- 
old or the sigmoid, with one of the weights w , ~  acting as a 
trainable bias 6, connected to a constant input oo =1 [6] .  

The desired output as a binary class membership is of- 
ten coded with one output node y, = {0;1} or for multiple 
classifications n nodes with f ,  = {(O,I);(l,O)} respec- 
tively. For pattern classification, MLPs partition the input 
space through linear hyperplanes. To separate distinct 
classes, MLPs approximate a function g(x): X+Y 
through adapting the free parameters w to minimize an 
objective function e(x) on the training data, which parti- 
tions the Xspace into polyhedral sets or regions, each one 
being assigned to one class out of Y. Each node has an 
associated hyperplane to partition the input space into 
two half-spaces. The combination of the linear node- 
hyperplanes in additional layers allows a stepwise separa- 
tion of complex regions in the input space, generating a 
decision boundary to separate the different classes. The 
orientation of the node hyperplanes is determined by w 
including threshold 6, modeled as an adjustable weight 
woj to offset the node hyperplane along w for a distance 
d = ej llwll kom the origin for a more flexible separation. 

The node non-linearity foe, determines the output change 
as the distance from x to the node hyperplane [SI. 

The representational capabilities of a MLP are deter- 
mined by the range of  mappings it may implement 
through weight variation. MLPs with three layers are ca- 
pable to approximate any desired bounded continuous 
function. The units in the first hidden layer generate hy- 
perplanes to divide the input space in half-spaces. Units 
in the second hidden layer form convex regions as inter- 
sections of these hyperplanes. Output units form unisons 
of the convex regions into arbitrarily shaped, convex, 
non-convex or disjoint regions. 

Given a sufficient number of hidden units, a MLP can 
approximate any complex decision boundary to divide 
the input space with arbitrary accuracy, producing a (0) 
when the input is in one region and an output of (1) in the 
other. This property, known as a universal approximation 
capability, poses the essential problems of adequate 
model complexity in depth and size, i.e. the number of 
nodes and layers, and controlling the network training 
process to prevent over-fitting.[& 91 

C. Learning Vector Quantizuiion 

Learning Vector Quantization (LVQ), a supervised 
version of vector quantization, represent another para- 
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digm of feedfonvard, heter-associative ANNs, related to 
self-organizing maps (SOM) [IO] and existing in various 
extensions (see, e.g., [I 1-13]. They are regularly applied 
in pattern recognition, multi-class classification and data 
compression tasks. LVQs are multi-layered, with only 
one hidden layer of Kohonen neurons. 

The weight vector of the weights between all input 
neurons and a hidden Kohonen neuron is called a code- 
book vector (CV). In training, the weights are changed in 
accordance with adapting rules, changing the position of 
a CV in the feature space. The basic LVQ algorithm re- 
wards correct classifications by moving the ‘winner’ - 
the CV which is nearest to the presented input vector x(t) 
- towards ~ ( 1 ) .  whereas incorrect classifications are pun- 
ished by moving the CV in opposite direction. 

LVQs define class boundaries based on prototypes, a 
nearest-neighbor rule and a winner-takes-it-all paradigm 
by covering the feature space of samples with ‘codebook 
vectors’ (CVs), each representing a region labeled with a 
class. A CV can he seen as a prototype of a class mem- 
ber, localized in the centre of a class or decision region 
(‘Voronoi cell’) in the feature space. As a result the space 
is partitioned by a ‘Voronoi net’ of hyperplanes perpen- 
dicular to the linking line of two CVs (mid-planes of the 
lines forming the ‘Delaunay net’). 

A class can be represented by an arbitrarily number of 
CVs, but one CV represents one class only. Since class 
boundaries are built piecewise-linearIy as segments of the 
mid-planes between CVs of neighboring classes, the class 
boundaries are ad.justed during the learning process. The 
tessellation induced by the set of CVs is optimal if all 
data within one cell indeed belong to the same class. 
Classification after learning is based on a presented s a -  
ple’s vicinity to the CVs: the classifier assigns the same 
class label to all samples that fall into the same tessella- 
tion: the label of the cell’s prototype, equal to the CV 
nearest to the sample. The core of the heuristics is based 
on a distance function, e.g. the Euclidean distance, for 
comparison between an input vector with the class repre- 
sentatives. The distance expresses the degree of similarity 
between presented input vector and CVs. Small distance 
corresponds with a high degree of similarity and a higher 
probability for the presented vector to be a member of the 
class represented by the nearest CV. Therefore, the defi- 
nition of class boundaries by LVQ is strongly dependent 
on the distance function, the start positions of CVs and 
their adjustment rules and the pre-selection of distinctive 
input features. 

D. Support Vector Machines 

The original support vector machine (SVM) can be 
characterized as a supervised learning algorithm capable 
of solving linear and non-linear classification problems. 
The main building blocks of SVMs are structural risk 
minimization, non-linear optimization and duality and 

kernel induced features spaces, underlining the technique 
with an exact mathematical framework [7]. 

The idea of support vector classification is to separate 
examples with a linear decision surface and maximize the 
margin hetween the two different classes. This leads to 
the convex quadratic programming problem (1) (the pri- 
mal form was omitted for brevity, see for example [7]). 

I 

s.t. < C  ; Z A y ,  = o  ( i = l ,  ..., [) (1) 
j i l  

The examples for which the Lagrange multiplier A,, is 
positive are called (bounded) support vectors as they de- 
fine the separating hyperplane. C is a constant cost pa- 
rameter, enabling the user to control the trade-off be- 
tween learning error and model complexity, regarded by 
the margin of the separating hyperplane [5]. As complex- 
ity is considered directly during the learning stage, the 
risk of over-fitting the training data is less severe for 
SVM. 

For constructing more general non-linear decision 
functions than hyperplanes, SVMs implement the idea to 
map the input vectors into a high-dimensional feature 
space Y via an a priori chosen non-linear mapping func- 
tion 0 : X + Y . The construction of a separating hyper- 
plane in the features space leads to a non-linear decision 
boundary in the original space. Expensive calculation of 
dot products 0(x). 0 ( x , )  in a high-dimensional space 
can be avoided by introducing a kernel function 
K ( x , x , )  = @ ( x )  .@(x,) [ 5 ] .  Leaving the algorithms al- 
most unchanged, this reduces numerical complexity sig- 
nificantly and allows efficient support vector learning for 
up to hundreds of thousand examples. 

Degrees of freedom are significantly smaller for SVM, 
compared to MLP. The main freedom is the choice of a 
kernel function and the corresponding kernel parameters, 
influencing the speed of convergence and the quality of 
results. Furthermore, the choice of the cost parameter C is 
vital to obtain good classification results. 

1V. SIMULATION EXPERIMENT OF SOFT COMPUTING 
CLASSIFIERS 

A.  Objective 

The main goal of the empirical simulation experiment 
is the evaluation of soil computing classification algo- 
rithms implemented as SVM, MLP and LVQ in a real 
world scenario of aCRM. An important objective for a 
large publishing house is to sell a second subscription to a 
customer, who has already subscribed one magazine in 
order to make extra profit (‘cross selling’). Therefore, 
special offers are posted to those customers (‘mailing 
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campaign') in order to take advantage of cross selling po- 
tential. 

One main factor for profit is the response quote (the 
number of new subscriptions divided by the number of 
sales letters). By means of response optimization a pre- 
sumable optimal group of addresses with as much re- 
sponses as possible is chosen for the campaign. From the 
point of aCRM and data mining the problem is to identify 
a high probability of a second subscription based on at- 
tributes of customers with one subscription, e.g. the type 
ofjoumal already subscribed. 

In general, classification algorithms are capable of 
solving this kind of problem, but it's unclear, which 
method and which parameterization is best suited. Further 
more, no algorithm can directfy operate on raw data and 
the necessilly pre-processing stage offers an even larger 
variety of degrees of freedom making the overall task 
even more complicated for business users. 

The empirical simulation delivers valuable hints about 
an appropriate Classification technique and its sensitivity 
with regard to parameterization and pre-processing is- 
sues. Of special interest is the question, if SVMs - quite 
new to new to the area of data mining and, due to the 
smaller number of parameters easier to manage - can 
compete with or even outperform well established tech- 
niques like neural networks. 

B. Experimental Design 

: 
: 

Following, a description of the selected free modeling 
parameters for all methods used in the comparative ex- 
periments is given. A hold-out method, dividing the data 
into three separate sets was chosen to control over-fitting 
and allow out-of-sample evaluation. 

The available data consisted of 300,000 customer re- 
cords, which were selected for a previous mailing cam- 
paign. The number of subscriptions sold in this campaign 
was given with 4,019, resulting in a response quote of 
1.24%. Handling the extreme dissymmetw in class distri- 
butions tumed out to be a major challenge of our analy- 
sis. Usual approaches to deal with asymmetric class dis- 
tributions include algorithmic modificationsiextensions 
and resampling strategies. As sampling was inevitable 
due to the large data set size and because MLP and LVQ 
do not support asymmetric cost functions natively the lat- 
ter approach was chosen. 

As we are ultimately interested in the minority class of 
customers who responded in the last mailing, a stratified 
sampling technique was incorporated, to increase the 
learning machines sensibility for that class. However, 
stratified sampling introduces another degree of freedom 
to the experiment, as an appropriate class distribution has 
to be chosen for the training set (the hold-out set was cre- 
ated by random sampling, ensuring a realistic perform- 
ance evaluation). A pre-testing stage revealed, that the 
best classification results where obtained, if positive and 

training set 

validation set 

gcncralisation 
set 

negative examples in the training set where evenly dis- 
tributed. To create data sets of reasonable size, over- 
sampling has been applied to create three disjoint data 
sets, described in Table 1, which formed the basis for all 
following experiments. 

TABLE I 
DATA SET SIZE AND S T R U n U F E  FOR THE EMPIRJCAL SIMULATION 

20,000 class I Data sample for the learning al- 
gorithm to build a concrete clas- 

20,000 class 0 siBu 

15,000 class I Uscd for modcllparameter sdcc- 
15,000 class 0 lion 

1.01 I class I Hold-out set for out-of-sample 
evaluation of classifier perfom- 

ance 73,989 class 0 

data sct label I dab partition 1 data set usage 

Among the vast degrees of freedom in the pre- 
processing stage, the encoding of categorical attributes, 
present in almost every aCRM related analysis, and the 
selection of eligible input variables are most relevant. 
Therefore, the experimental set-up consists of the combi- 
nation of three commonly used encoding schemes (N en- 
coding, N-l encoding and using a single number per 
categorical attribute) with input and instance selection 
techniques; see Table 2. 

Fixing the general experimental framework, several 
parameterizations for MLP, LVQ and SVM where evalu- 
ated and their corresponding performance compared on 
the generalization set. 

An iterative heuristic approach to determine appropri- 
ate architectures (e.g., number of hidden neurons) was 
selected for ANN. Each network was randomly initialized 
with 5 to 10 different random seeds to account for alter- 
native starting weights. We selected an early stopping 
approach, evaluating each network's mean classification 
rate on a validation set after r iterations and stopping the 
learning process after no increase for s iterations (with 
variations in r and s). For the MLP, the weighted sum 
was chosen as the input function and a hyperbolic tangent 
activation function in all hidden nodes. The output layer 
used a I-of-n-code to present two different classes, using 
a s o b a x  output function with linear activation function. 

Using a SVM classifier the choice of a network archi- 
tecture is replaced by selecting an appropriate kernel 
function [5] and we utilized the LLBSVM [I41 package 
for our experiment. The application of SVMs to database 
marketing problems like the one described above is an 
ongoing research topic and no kind of prior knowledge 
was available to give hints which kernel would best suit 
the data. Hence, we selected an iterative approach, evalu- 
ating the standard linear, polynomial and Gaussian ker- 
nels with a broad range of common parameter settings as 
well as symmetric and asymmetric cost functions. Later, 
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label 
resulting 

main group sub group number of 

C. Visualization 

The influence of pre-processing techniques on classifi- 
cation results is compared in classification accuracy, de- 
rived from a confusion matrix (a cross-classification of 
the predicted class against the true class) as calculation of 
the ratio between correctly classified examples and all 
examples. However, accuracy based analysis suffers from 
certain deficits when the underlining class and cost distri- 
butions are imbalanced which is the case for most practi- 
cal problems [16]. 

Combining a confusion matrix with case dependant 
misclassification cost is straightforward, leading to a 
cost-sensitive measure of classification performance. 
However, the technique of receiver operating characteris- 
tics (ROC), provides a more reliable way to compare 
classification performance [16]. 

ROC charts are based on the sensitivity se and speci- 
ficity sp of a classifier, which can be derived from the 
confusion matrix as class dependant accuracies. A point 
(se, I-sp) forms one point in ROC-space and evaluating 
different parameterizations and the corresponding confw 
sion matrixes leads to a ROC-graph which optimal point 
is the upper left corner. A classifier realizing this point 
has no errors on the evaluation data set. To enable single 
number comparison of classifier performance we calcu- 
late the geometric mean (G) between se and sp which 
strives to maximize the accuracies of each individual 
class while keeping them balanced and is directly related 
to a point in ROC-space [17]. 

A.l 
A.2 

A,3 

6.3 

C.1 
C.2 
c.3 

D. Experimental Results on Class$er Performance 

The consolidated main results of the computational 
experiments are presented in Table 3, comparing the per- 
formance of MLP, LVQ and SVM on the generalization 
set. 

For the case of response optimization the sensitivity is 
of primarily importance, as it measures the amount of 
correctly classified respondents. The sensitivity of SVM 
was always higher than 50% and rates of 58% can be re- 
garded as very good for the application domain. For some 
MLPs and of almost all LVQs the sensitivity is below 
50%. The geomehic mean exemplifies the dominance of 
the SVM classifier for almost all experiments. The appar- 
ently superior LVQ results on C.2 and C.3 are due to a 
high specificity and therefore inferior to SVM in an eco- 
nomical sense. However, this indicates a possible disad- 
vantage of G as sacrificing specificity to obtain higher 
sensitivity can he economically sensible while the reverse 
cannot. 

attributes 
single number Cn- all attributes included 68 

44 

N-l encoding for a l l  altributes included 147 
, input selection 84 

84 input sclcctian & outlincr tiltcr. 
inE 

encoding for all amibutcs included 165 
categarical attnb- . input sclection 89 

89 

coding forcateg,,ri. , input SChtion 44 
eal atrributes input selection & outlincr filter- 

ing 

input selection & outliner filter- 
ing 

Utes TABLE 3 
MAIN RESULTS (CLASSIFICATION RATES ON HOLD-OUT SET [Yo]) 

Drawing the best SVM, MLP and LVQ classifier for 
every experiment in ROC-space; see Fig. 1, this domi- 
nance is mostly confirmed. For any class and cost distri- 
bution the optimal classifier has to lie on the north-west 
boundary of the convex hull [16]. However, to be eco- 
nomically relevant a classifier has to provide sensitivity 
higher than 0.5. This region of the convex hull is com- 
pletely determined by SVM results. 

447 



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

1.speuruhl (false positive) 

Fig. 1. ROC-Chart of SVM, MLP and LVC) performance in experiment 
A. I to C.3, including the resulting convex hull. 

The classification performance varies from experiment 
to experiment, proving the considerable influence of pre- 
processing issues. Again it is the SVM classifier, which 
shows the smallest variance between each subgroup and 
even between different experiments. This robustness to 
pre-processing issues is a major advantage in business 
environments since the time and consequently cost to find 
an appropriate configuration can be reduced significantly. 

v. CONCLUSION 

Various different parameter setting has been used, 
both for ANN and SVM. Our numerical results show, 
that ANN and SVM are both suitable for the task of re- 
sponse optimization, leading to classification rates that 
can be considered as vety good for practical problems. 

Preliminary results with various architectures and data 
pre-processing configurations show severe differences in 
performance, especially for MLP and LVQ. SVM seem 
to dominate in the simulation, c.oncurrently delivering 
stable results among different architectures and pre- 
processing configurations. This robustness makes SVM 
best suited for users who are less experienced in data 
mining and model building, which is not untypical in 
business environments. Consequently, we recommend the 
integration of SVM in standard data mining software 
packages like SPSS Clementine or SAS Enterprise Miner 
as the technique is easy to manage and provides competi- 
tive results with less parameterization. Verifying the in- 
fluence of pre-processing issues, further research is 
needed to find robust data preparation techniques, suit- 
able for aCRM related classification tasks in general. 
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